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Chapter 1

Release Notes

RegCM-4.2 is a new step in recoding the RegCM3 model after the effort put into
the RegCM4.0 version. The code base now is actively developed by a community
of developers internal and external to ICTP, and this work is merged on the
Gforge site on e-science-lab.org site.

The main new technical features of the code are summarized in the following
points

e New UW PBL option

e Tiedtke cumuluis scheme in early stage of development
e Autotools enabled configure and build

e Multiple calendar support (gregorian, noleap, 360days)
e New daily output file with statistical variables

e Input layer for some of the CMIP5 models

e netCDF I/0 format from model components following the CF-1.4 stan-
dard

The model code is in Fortran 90 ANSI standard with some language ex-
tensions of Fortran 2003 implemented in all the supported compilers. The de-
velopment is done on Linux boxes, and the model is known to run on Oracle
SolarisTMplatforms, IBM AIX™platforms, MacOST™platforms. No porting ef-
fort has been done towards non Unix-like Operating Systems. We will for this
User Guide assume that the reference platform is a recent Linux distributon
with a bash shell. Typographical convention is the following:

Table 1.1: Conventions

$> normal shell prompt
#> root shell prompt
$SHELL_VARIABLE a shell variable

Any shell variable is supposed to be set by the User with the following
example syntax:



$> export REGCM_ROOT="/home/user/RegCM4.2"

Hope you will find this document useful. Any error found belongs to me and
can be reported to be corrected in future revisions. Enjoy.



Chapter 2

Obtain the model

2.1 Simple Model User

A packed archive file with the model code can be downloaded from:
http://gforge.ictp.it/gf/project/regcm/frs
and it can be later on decompressed and unpacked using:

$> tar -zxvf RegCM-4.3.tar.gz

2.2 Model Developer

If you plan to become a model developer, source code can be obtained via svn.
The RegCM team strongly encouragethe contributing developers to enroll on
the gforge site to always be up to date and to check on-line all the news of the
package.

’ https://gforge.ictp.it/gf/project /regcm ‘

The correct procedure is first to register on the e-forge site, then ask the
ICTP scientific team head Filippo Giorgi to be enrolled as a model developer.
After being officially granted the status, you will gain access to the model sub-
version repository.

Check that Subversion software is installed on your machine typing the
following command:

$> svn --version

If your system answers command not found, refer to your System Admin-
istrator or software installation manual of your OS to install the subversion
software. As an example, on Scientific Linux the command to install it as root
is:

#> yum install subversion
If Subversion is installed, just type the following command:

$> svn checkout https://gforge.ictp.it/svn/regcm/tags/RegCM-4.3



Chapter 3

Installing procedure

Whatever method is chosen to download the code, we assume that you have now
on your working directory a new directory, named RegCM-4.3. That directory
will be for the rest of this guide referred as $REGCM_ROOT .

All the operations to build the model binaries will be performed in this
directory.

3.1 Software requirements

In order to configure and install the RegCM code, the following software are
needed:

1. Python 2 language interpreter
2. GNU Make program
3. Fortran 90 compiler

4. netCDF Rew and Davis (1990) Format I/O library compiled with the
above compiler. Source code can be found from
ftp://ftp.unidata.ucar.edu/pub/netcdf/netcdf.tar.gz
Note that current netCDF version 4.2 is dependent on HDF5 1.8.8.

Optional requirements strongly suggested are :

1. GNU patch program if CLM option is activated.

2. MPI2 Message Passing Library compiled with the above fortran compiler
for parallel runs using multiple core single machines or cluster of machines.
Source code for the implementation code was tested with can be obtained
at:
http://www.open-mpi.org/software/ompi/v1.4/downloads

3. HDF5 Format I/O Library compiled with the above fortran compiler to
enable netCDF V4 features. Source code can be obtained at:
http://www.hdfgroup.org/ftp/HDF5/current/src



4.

6.

7.

NCO netCDF Operators for manging netCDF file. Most Linux distri-
bution have this already packed, and you should refer to your System
Administrator or OS Software Installation manual to obtain it. Source
code is at:

http://nco.sourceforge.net/src

CDO Climatic data Operators for managing netCDF file. Most Linux
distribution have this already packed, and you should refer to your System
Administrator or OS Software Installation manual to obtain it. Source
code is at:

https://code.zmaw.de/projects/cdo/files

A Scientific Plotting and Data Analysis Software such as:

e IGES GrADS 2.0 Graphical Analysis and Display System. Con-
venient helpers are packed in RegCM to use GrADS with RegCM
netCDF output files. Binaries and source code can be obtained from
http://www.iges.org/grads/downloads.html

e NCL, NCAR CISL Command Language. The NCL can read netCDF
output files, and sample scripts can be found in the Tools/Scripts/NCL
directory. Binaries and source code can be obtained from
http://www.ncl.ucar.edu

A quick viewer for netCDF files like NcView:
http://meteora.ucsd.edu/ pierce/ncview_home_page.html

An example session of installation of basic software needed to compile the
RegCM model is detailed in chapter 9.

3.2 Configuring build

The RegCM Version 4.3 is configured by a python2 script, which will select and
edit for you sample configuration files for the supported architectures. These
files are kept in the Arch directory under $REGCM_ROOT.

Currently tested and supported configurations (OS/Compiler) are:

1.
2.

d.
6.

Linux with GNU gfortran compiler version > 4.6

Linux with Intel T™ifort compiler version > 12.0

Linux with Portland™ pgf90 compiler version > 11.0

. Mac OsX™with g95 compiler

IBM AIX™with xIf compiler

Oracle Solaris™with Oracle Solaris Studio™ compiler > 8.3

The 4.3 version of the RegCM model relies on the standard GNU autotools
to configure and build the model code.

The first step is to change working directory to $REGCM_ROOT and run the
configure script giving as arguments the chosen compilers:



$> cd $REGCM_ROOT
$> ./configure CC=icc FC=ifort

To know the list of arguments that can be given to the configure script, the
script can be launched with the --help command line argument.

$> ./configure --help

The useful arguments to successfully build the model are:

--with-netcdf Path to NetCDF installation (default: NETCDF
environment)

--with-hdf5 Path to HDF5 installation (default: HDF5
environment)

--with-szip Path to SZIP installation (default: SZIP
environment)

CC= C compiler command

CFLAGS= C compiler flags

LDFLAGS= linker flags, e.g. -L<lib dir> if you have libraries in a

nonstandard directory <lib dir>
LIBS= libraries to pass to the linker, e.g. -1<library>

CPPFLAGS=  (Objective) C/C++ preprocessor flags, e.g. -I<include dir> if
you have headers in a nonstandard directory <include dir>
CPP= C preprocessor

FC= Fortran compiler command
FCFLAGS= Fortran compiler flags
MPIFC= MPI Fortran compiler command

3.2.1 Model configuration at build stage
1. Enable debug

--enable-debug Enable debugging flags and per processor log file

If enabled, the model will be compiled using debug flags for the compiler,
which will allow the use of a debugger such as gdb. More diagnostics will
also be generated during model run. The default is to build production
binaries with all optimization flags turned on.

2. Serial code using stub MPI library

--enable-mpiserial Use the included MPI replacement library for single
processor

The model is coded to use an MPI2 library to run in parallel mode using
multiple cores/processors or run on a cluster. To enable instead a serial
compilation option, a stub MPI library with empty callbacks needs to be
compiled and linked to the executable. The RegCM team strongly suggest
to build MPI enabled model also on standalone systems, to take advantage
of the multicore capabilities of any modern processor.

3. CLM option
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--enable-clm Supply this option if you plan on using CLM option.

This option switches off the default Land model of RegCM (derived from
BATSle), and enables the use of the Community Land Model V3.5 inside
RegCM. The default is to use the RegCM BATS Land Model. ! For the
scope of the tutorial test run in chapter 5, use the default option.

3.3 Build the model executables

Now that everything is hopefully configured, you may use the make program to
build executables.

$> make

This target will builds all model parts. The compilation is started in the
whole model tree (PreProc, Main and PostProc). Lot of messages will appear
on screen, abd at the end all executables are built int the source directories. To
copy them to the Bin directory, esplicitly issue the command:

$> make install

Congratulations! You can now go to next step and run a test simulation.

IThe CLM option needs the GNU patch program to be installed.
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Chapter 4

Access global datasets

The first step to run a test simulation is to obtain static data to localize model
DOMAIN and Atmosphere and Ocean global model dataset to build initial and
boundary conditions ICBC to run a local area simulation.

ICTP maintains a public accessible web repository of datasets on:

http://users.ictp.it/ pubregcm/RegCM4/globedat.htm

As of now you are requested to download required global data on your local
disk storage before any run attempt. In the future, the ICTP ESP team has
planned to make available an OpenDAP THREDDS Server to give remote access
to global dataset for creating DOMAIN and ICBC without the need to download
the global dataset, but just the required subset in space and time, using the
ICTP web server capabilities to create that subset.

4.1 Global dataset directory Layout

You are suggested to establish a convenient location for global datasets on your
local storage. Keep in mind that required space for a year of global data can be
as large as 8 GBytes.

Having this in mind, we will now consider that you the user have identified
on your system or have network access to such a storage resource to store say 100
GB of data, and have it reachable on your system under the $SREGCM_GLOBEDAT
location. On this directory, you are required to make the following directories:

$> cd $REGCM_GLOBEDAT
$> mkdir SURFACE CLM SST AERGLOB EIN15

This does not fill all possible global data sources paths, but will be enough
for the scope of running the model for testing its capabilities.

4.2 Static Surface Dataset

The model needs to be localized on a particular DOMAIN. The needed informa-
tion are topography, land type classification and optionally lake depth (to run
the Hostetler lake model) and soil texture classification (to run the chemistry
option with DUST enabled).

12



This means downloading four files, which are global archives at 30second
horizontal resolution on a global latitude-longitude grid of the above data.

$> cd $REGCM_GLOBEDAT

$> cd SURFACE

$> curl -o GTOPO_DEM_30s.nc.gz \

> http://clima-dods.ictp.it/data/d4/SURFACE/GTOPO_DEM_30s.nc.gz
$> gunzip GTOPO_DEM_30s.nc.gz

$> curl -o GLCC_BATS_30s.nc.gz \

> http://clima-dods.ictp.it/data/d4/SURFACE/GLCC_BATS_30s.nc.gz
$> gunzip GLCC_BATS_30s.nc.gz

Optional Lake and Texture datasets:

$> cd $REGCM_GLOBEDAT

$> cd SURFACE

$> curl -o ETOPO_BTM_30s.nc.gz \

> http://clima-dods.ictp.it/data/d4/SURFACE/ETOPO_BTM_30s.nc.gz
$> gunzip ETOPO_BTM_30s.nc.gz

$> curl -o GLZB_SOIL_30s.nc.gz \

> http://clima-dods.ictp.it/data/d4/SURFACE/GLZB_SOIL_30s.nc.gz
$> gunzip GLZB_SOIL_30s.nc.gz

4.3 Aerosol Database

If you are planning to enable aerosol in the model, you will need a single file,
which contains sources of optical active species used in the model regridded from
global model run.

$> cd $REGCM_GLOBEDAT

$> cd AERGLOB

$> curl -o AEROSOL.dat \

> http://clima-dods.ictp.it/data/d4/AEROSOL/AEROSOL.dat

This is the input file for the aerosol icbc program.

4.4 CLM Dataset

If you are planning to enable the CLM option in the model, you will need a series
of files with global land surface characteristics datasets.

$> cd $REGCM_GLOBEDAT

$> cd CLM

$> CLMURL="clima-dods.ictp.it/data/d4/CLM"
$> curl -o mksrf_fmax.nc.gz \

> http://$CLMURL/mksrf_fmax.nc.gz

$> curl -o mksrf_glacier.nc.gz \

> http://$CLMURL/mksrf_glacier.nc.gz

$> curl -o mksrf_lai.nc.gz \

> http://$CLMURL/mksrf_lai.nc.gz
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$> curl -o mksrf_lanwat.nc.gz \

> http://$CLMURL/mksrf_lanwat.nc.gz

$> curl -o mksrf_navyoro_20min.nc.gz \

> http://$CLMURL/mksrf_navyoro_20min.nc.gz

$> curl -o mksrf_pft.nc.gz \

> http://$CLMURL/mksrf_pft.nc.gz

$> curl -o mksrf_soicol_clm2.nc.gz \

> http://$CLMURL/mksrf_soicol_clm2.nc.gz

$> curl -o mksrf_soitex.l10level.nc.gz \

> http://$CLMURL/mksrf_soitex.10level.nc.gz
$> curl -o mksrf_urban.nc.gz \

> http://$CLMURL/mksrf_urban.nc.gz

$> curl -o pft-physiology.c070207.gz \

> http://$CLMURL/pft-physiology.c070207.gz

$> curl -o pft-physiology.c070207.readme.gz \
> http://$CLMURL/pft-physiology.c070207.readme.gz
$> curl -o rdirc.05.061026.gz \

> http://$CLMURL/rdirc.05.061026.gz

$> gunzip *.gz

This is the input file for the clm2rcm program (see at 6.2).

4.5 Sea Surface Temperature

The model needs a global SST dataset to feed the model with ocean temperature.
You have multiple choices for SST data:

1.

A

10.

GISST - UKMO SST (Rayner et al 1996), 1 degree from
http://www.badc.rl.ac.uk

UKMO DATA archive reformed as direct access binary format from the
original ASCII format.

OISST - CAC Monthly Optimal Interpolation dataset in the original
netCDF format.

OI25T - Same as above, but both SST and Sea Ice dataset (used if seaice
option is enabled in the model).

. OL_LWK - OISST CAC Weekly Optimal Interpolation dataset in the orig-

inal netCDF format

OI2WK - Same as above, but both SST and Sea Ice dataset
EH5RF - EC-MPI 6 hourly 1.875x1.875, reference from 1941 to 2000
EH5A2 - Same as above, from 2001 to 2100 IPCC A2 scenario
EH5B1 - Same as above, from 2001 to 2100 IPCC B1 scenario
EHA1B - Same as above, from 2001 to 2100 IPCC A1B scenario

ERSST - ERA interim Project 6 hourly 1.5x1.5 degree SST

14



11.

12.

13.

14.

15.

16.

17.

ERSKT - ERA interim as above but Skin temperature

FV_RF - HadAMH_SST in the original netCDF format, from 1959 to 1991
FV_A2 - Same as above, IPCC A2 scenario

FV_B2 - Same as above, IPCC B2 scenario

CCSST - CCSM3 POP gx1v3 regridded 1x1 data

HA_XX - HadGEM CMPI5 dataset with XX in RF,26,45,85

CA_XX - CanESM CMPI5 dataset with XX in RF,26,45,85

We will for now for our test run download just CAC OISST weekly for the
period 1981 - present.

$> cd $REGCM_GLOBEDAT

$> cd SST

$> CDCSITE="ftp.cdc.noaa.gov/pub/Datasets/noaa.oisst.v2"
$> curl -o sst.wkmean.1981-1989.nc \

> ftp://$CDCSITE/sst.wkmean.1981-1989.nc

$> curl -o sst.wkmean.1990-present.nc \

> ftp://$CDCSITE/sst.wkmean.1990-present.nc

4.6 Atmosphere and Land temperature Global

Dataset

The model needs to build initial and boundary conditions for the regional scale,
interpolating on the RegCM grid the data from a Global Climatic Model output.
The GCM dataset can come from any of the supported models:

1.

EINXX - ECMWEF INTERIM 10 year reanalysis datasets, XX can have
values 25, 15 or 75 for resolution 2.5x2.5L37, 1.5x1.5L37, 0.75x0.75L37.
Time resolution is 4 times daily.

ECMWF - ECMWF TOGA/WCRP Uninitialized Data - (ECWCRP).
Reformatted by PWC/ICTP to direct-access binary, T42L15, Gaussian
Grid. !

ERA40- ECMWEF 40 year reanalysis datasets, available from
http://data.ecmwf.int/data/d/era40_daily,
Pressure levels, 2.5x2.51.23, 4 times daily.

. ERAHI - ECMWF 40 year reanalysis datasets, origigal model level fields:

T, U, V and log(Ps) are in spectral coefficients, Oro and Q are at the
reduced Gaussian grids. T159L60 (N8OLGO).

LAs of RegCM 4.2 this input source is not tested
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10.

11.

12.
13.
14.

NNRPY - NCEP/NCAR Reanalysis datasets, Y can have values 1 and
2 for the two reanalysis experimens. Data are available in the original
netCDF format at
ftp://ftp.cdc.noaa.gov/Datasets/ncep.reanalysis

(1948 — present, 2.5x2.5L13) and
ftp://ftp.cdc.noaa.gov/Datasets/ncep.reanalysis2

(1979 — 2009, 2.5x2.5L13).

NRP2W - Small Window (instead of global) of NNRP1/2 to save disk
space. This window can be created from original files with NCO tools. 2

GFS11 - NCEP Global Forecast System (GFS) product FNL, from
http://dss.ucar.edu/datasets/ds083.2/data/fnl-yyyymm,
Pressure levels, 1.0x1.0L27, 4 times daily.

FVGCM - FVGCM run by the PWC group of Abdus Salam ICTP. 3

EH5XX - Echam run by the MPI at Hamburg, T63, Gaussian grid. For
present day run: 1941 — 2000, for A1B scenario run: 2001 — 2100. 17
pressure levels, 4 times daily, direct-access binary.

ECEXY - ECMWEF Ensemble forecast member, where X is the model
version number, and Y is the ensemble member number, i.e. for example
ECE24 stands for ECMWF model version 2, ensemble number 4. Dataset
contains 6 hourly global data on model levels with surface geopotential
and natural logarithm of surface pressure.

CCSMN - unpacked CCSM3 NETCDF 126 (six hourly) data, either global
or window, can be obtained from
http://www.earthsystemgrid.org

HA_XX - HadGEM CMPI5 dataset with XX in RF,26,45,85
CA_XX - CanESM CMPI5 dataset with XX in RF,26,45,85
FNEST - Further oneway NESTing from previous RegCM run.

We will for now for our test run download just the EIN15 dataset for the
year 1990 (Jan 01 00:00:00 UTC to Dec 31 18:00:00 UTC)

$> cd $REGCM_GLOBEDAT

$> cd EIN15

$> mkdir 1990

$> cd 1990

$> ICTPSITE="clima-dods.ictp.it/data/d9/ERAIN150/1990/"
$> for type in "air hgt rhum uwnd vwnd"

> do

> for hh in "00 06 12 18"

> do

> curl -o ${type}.1990.${hh}.nc \

> http://$ICTPSITE}/${type}.1990.${hh}.nc
> done

> done

2As of RegCM 4.2 this input source is not tested
3As of RegCM 4.2 this input source is not tested
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With this dataset we are now ready to go through the RegCM Little Tutorial
in the next chapter of this User Guide.
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Chapter 5

Run a test simulation using
the model

We will in this chapter go through a sample session in using the model with a
sample configuration file prepared for this task.

5.1 Setting up the run environment

The model executables prepared in chapter 3 are waiting for us to use them. So
let’s give them a chance.

The model test run proposed here requires around 100Mb of disk space to
store the DOMAIN and ICBC in input and the output files. We will assume
here that you, the user, have already established a convenient directory on
a disk partition with enough space identified in the following discussion with
$REGCM_RUN

We will setup in this directory a standard environment where the model can
be executed for the purpose of learning how to use it.

$> cd $REGCM_RUN

$> mkdir input output

$> 1n -sf $REGCM_ROOT/Bin .

$> cp $REGCM_ROOT/Testing/test_001.in .
$> cd $REGCM_RUN

Now we are ready to modify the input namelist file to reflect this directory
layout. A namelist file in Fortran90 is a convenient way to give input to a pro-
gram in a formatted file, read at runtime by the program to setup its execution
behaviour. So the next step is somewhat tricky, as you need to edit the namelist
file respecting its well defined syntax. Open your preferred text file editor and
load the test_001.1in file. You will need to modify for the scope of the present
tutorial the following lines:

FROM:
dirter
TO:
dirter = ’input/’,

’/set/this/to/where/your/domain/file/is’,

18



FROM:

inpter = ’/set/this/to/where/your/surface/dataset/is’,
TO:
inpter = ’$REGCM_GLOBEDAT’,

where $REGCM_GLOBEDAT is the directory where input data have been down-
loaded in chapter 4.

FROM:

dirglob = ’/set/this/to/where/your/icbc/for/model/is’,
TO:

dirglog = ’input/’,
FROM:

inpglob = ’/set/this/to/where/your/input/global/data/is’,
TO:

inpglob = ’$REGCM_GLOBEDAT’,

and last bits:

FROM:
dirout=’/set/this/to/where/your/output/files/will/be/written’
TO:
dirout=’output/’

These modifications just reflect the above directory layout proposed for this
tutorial, and any of these paths can point anywhere on your system disks. The
path is limited to 256 characters. We are now ready to execute the first program
of the RegCM model.

5.2 Create the DOMAIN file using terrain

The first step is to create the DOMAIN file to localize the model on a world
region. The program which does this for you reading the global databases is
terrain .

To launch the terrain program, enter the following commands:

$> cd $REGCM_RUN
$> ./Bin/terrain test_001.in

If everything is correctly configured up to this point, the model should print
something on stdout, and the last lines will be:

Grid data written to output file
Successfully completed terrain fields generation

In the input directory the program will write the following two files:

$> 1s input
test_001_DOMAINOOO.nc test_001_LANDUSE

19



The DOMAIN file contains the localized topography and landuse databases,
as well as projection information and land sea mask. The second file is an ASCII
encoded version of the landuse, used for modifying it on request. We will cover
it’s usage later on. To have a quick look at the DOMAIN file content, you may
want to use the GrADSNcPlot program:

$> ./Bin/GrADSNcPlot input/test_001_DOMAINOOO.nc

If not familiar with GrADS program, enter in sequence the following com-
mands at the ga-> prompt:

ga-> q file

ga—> set gxout shaded
ga—> set mpdset hires
ga-> set cint 50

ga—-> d topo

ga-> ¢

ga—> set cint 1

ga—> d landuse

ga—-> quit

this will plot the topography and the landuse on the X11 window.

5.3 Create the SST using the sst program

We are now ready to create the Sea Surface Temperature for the model, reading
a global dataset. The program which does this for you is the sst program,
which is executed with the following commands:

$> cd $REGCM_RUN
$> ./Bin/sst test_001.in

If everything is correctly configured up to this point, the model should print
something on stdout, and the last line will be:

Successfully generated SST
The input directory now contains a new file:

$> 1ls input
test_001_DOMAINOOO.nc test_OO1_LANDUSE test_001_SST.nc

The SST file contains the Sea Surface temperature to be used in generating
the Initial and Boundary Conditions for the model for the period specified in
the namelist file. Again you may want to use the GrADSNcPlot program to
look at file content:

$> ./Bin/GrADSNcPlot input/test_001_SST.nc

If not familiar with GrADS program, enter in sequence the following com-
mands at the ga-> prompt:
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ga-> q file

ga—-> set gxout shaded
ga-> set mpdset hires
ga—-> set cint 2

ga—-> d sst

ga—> quit

this will plot the interpolated sst field on the X11 window.

5.4 Create the ICBC files using the icbc pro-
gram

Next step is to create the ICBC (Initial Condition, Boundary Conditions) for
the model itself. The program which does this for you is the icbc program,
executed with the following commands:

$> cd $REGCM_RUN
$> ./Bin/icbc test_001.in

If everything is correctly configured up to this point, the model should print
something on stdout, and the last line will be:

Successfully completed ICBC
The input directory now contains two more files:

$> 1s -1 input
test_001_DOMAINOOO.nc
test_001_ICBC.1990060100.nc
test_001_ICBC.1990070100.nc
test_001_LANDUSE
test_001_SST.nc

The ICBC files contain the surface pressure, surface temperature, horizontal
3D wind components, 3D temperature and mixing ratio for the RegCM domain
for the period and time resolution specified in the input file. Again you may
want to use the GrADSNcPlot program to look at file content:

$> ./Bin/GrADSNcPlot input/test_001_ICBC.1990060100.nc

If not familiar with GrADS program, enter in sequence the following com-
mands at the ga-> prompt:

ga-> q file

ga—-> set gxout shaded
ga—-> set mpdset hires
ga-> set cint 2

ga—-> d ts

ga-> ¢

ga-> set lon 10

ga—-> set lat 43
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ga-> set t 1 last
ga-> d ts
ga—-> quit

this will plot the interpolated surface temperature field on the X11 window,
first at first time step and then a time section in one of the domain points for a
whole month.

We are now ready to run the model!

5.5 First RegCM model simulation

The model has now all needed data to allow you to launch a test simulation,
the final goal of our little tutorial.

The model command line now will differ if you have prepared the Serial or the
MPI version. For the MPI enabled version we will assume that your machine is
a dual core processor (baseline for current machines, even for laptops). Change
the -np 2 argument to the number of processors you have on Your platform (on
my laptop QuadCore I use -np 4).

o MPI version

$> cd $REGCM_RUN
$> mpirun -np 2 ./Bin/regcmMPI test_001.in

e Serial version !
$> cd $REGCM_RUN
$> ./Bin/regcmSerial test_001.in

Now the model will start running, and a series of diagnostic messages will
be printed on screen. As this is a simulation known to behave well, no stoppers
will appear, so you may want now to have a coffee break and come back in 10
minutes from now.

At the end of the run, the model will print the following message:

RegCM V4 simulation successfully reached end
The output directory now contains four files:

$> 1ls output
test_001_ATM.1990060100.nc test_001_SRF.1990060100.nc
test_001_RAD.1990060100.nc test_001_SAV.1990070100

the ATM file contains the atmosphere status from the model, the SRF file
contains the surface diagnostic variables, and the RAD file contains radiation
fluxes information. The SAV file stores the status of the model at the end of the
simulation period to enable a restart, thus allowing a long simulation period to
be splitted in shorter simulations.

To have a look for example at surface fields, you may want to use the fol-
lowing command:

1Deprecated. Support will be dropped in future releases.
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$> ./Bin/GrADSNcPlot output/test_001_SRF.1990060100.nc

Assuming the previous crash course in using GraDS was received, you should
be able to plot the variables in the file.

This is the end of this little tutorial, and in the next chapter we will examine
how to configure the model for your research needs.
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Chapter 6

Localize the model and run
your simulation

We will examine in this chapter in more detail the namelist configuration file,
to give you the User a deeper knowledge of model capabilities.

6.1 The commented namelist

In this section we will show you the commented namelist input file you will find
under $REGCM_ROOT/Doc with the name README .namelist . All model programs
seen so far, with the exception of the GrADS helper program, use as input this
namelist file, which is unique to a particular simulation. The model input
namelist file is divided in stanzas, each one devoted to configuring the model
capabilities. A stanza in the namelist is identified with a starting & character
followed by stanza name, and ends on a single line with the \ character.

6.1.1 dimparam stanza

This stanza contains the base X,Y,Z domain dimension information, used by the
model dynamic memory allocator to request the Operating System the memory
space to store the model internal variables.

&dimparam
iy = 34, ! This is number of points in the N/S direction
jx = 48, ! This is number of points in the E/W direction
kz = 18, ! Number of vertical levels
dsmin = 0.01, ! Minimum sigma spacing (only used if kz is not 14, 18, or 23)
dsmax = 0.05, ! Maximum sigma spacing (only used if kz is not 14, 18, or 23)
nsg =1, ! For subgridding, number of points to decompose. If nsg=1,
! no subgridding is performed. CLM does NOT work as of now with
! subgridding enabled.
/

The things you need to know here:

1. In the current version 4.3 the model parallelizes execution dividing the
work between the processors along the jx (longitude) dimension. The
minimum work per processor is 3 points along the jx dimension, so the
maximum number of processors which can be used in a parallel run for the
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above configuration is just 16. In future revision ICTP plans to introduce
2D decomposition.

2. If a custom number of sigma level is chosen (not 14, 18 or 23), the ac-
tual sigma values are calculated mimimizing the a,b coefficients for the
equation:

dsig(i) = dsmax % a’ =" % pO-o*(i72)*(=1) (6.1)

derived from the recursive relation:

dsig(i) = a(i) x dsig(i — 1) (6.2)
where a(i) = bxa(i —1). We at ICTP normally use 18 levels.

3. Specifying an nsg number greater than one triggers the subgrid BATS
model on. There is no plan to extend this feature to CLM model. This
affects only surface variable calculations. All dynamical variables are cal-
culated still on the coarser grid. Rain in the current implementation is
also calculated on the coarser grid.

6.1.2 geoparam stanza

This stanza is used by the terrain program to geolocate the model grid on the
earth surface. The RegCM model uses a limited number of projection engines.
The value here are used by the other model programs to assert consistency with
the geolocation information written by the terrain program in the DOMAIN file.

The first step in any application is the selection of model domain and res-
olution. There are no strict rules for this selection, which in fact is mostly
determined by the nature of the problem and the availability of computing re-
sources. The domain should be large enough to allow the model to develop
its own circulations and to include all relevant forcings and processes, and the
resolution should be high enough to capture local processes of interest (e.g. due
to complex topography or land surface).

On the other hand the model computational cost increases rapidly with
resolution and domain size, so a compromise needs to be usually reached between
all these factors.

This is usually achieved by experience, understanding of the problem or trial
and error, however one tip to remember is to avoid that the boundaries of the
domain cross major topographical systems.

This is because the mismatch in the resolution of the coarse scale lateral
driving fields and the model fields in the presence of steep topography may
generate spurious local effects (e.g. localized precipitation areas) which can
affect the model behavior, at least in adjacent areas.

&geoparam

iproj = ’LAMCON’, Domain cartographic projection. Supported values are:
’LAMCON’, Lambert conformal.

’POLSTR’, Polar stereographic. (Doesn’t work)
’NORMER’, Normal Mercator.

’ROTMER’, Rotated Mercator.

Grid point horizontal resolution in km

ds = 60.0,
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ptop = 5.0, ! Pressure of model top in cbar
clat = 45.39, ! Central latitude of model domain in degrees
! North hemisphere is positive
clon = 13.48, ! Central longitude of model domain in degrees
! West is negative.
plat = 45.39, ! Pole latitude (only for rotated Mercator Proj)
plon = 13.48, ! Pole longitude (only for rotated Mercator Proj)
truelatl = 30.0, ! Lambert true latitude (low latitude side)
truelath = 60, ! Lambert true latitude (high latitude side)
i_band = O, ! Use this to enable a tropical band. In this case the ds,
! iproj, clat, clon parameters are not considered.
/

The things you need to know here:

1.

The different projection engines produce better results depending on the
position and extent of the domain. In particular, regardless of hemisphere:
e Middle latitudes (around 45 degrees) - Lambert Conformal
e Polar latitudes (more than 75 degrees) - Polar Stereographic
e Low latitudes (up to 30 degrees and crossing the equator) - Mercator

e Crossing more than 45 degrees extent in latitude - Rotated Mercator

. The model hydrostatic engine does not allow a resolution lower than 20km.

If you want a higher resolution consider using the subgridding scheme.
ICTP plans to introduce in the future a non-hydrostatic compressible core
to the RegCM model.

Lowering the top pressure of the model can give you problems in regions
with complex topography. Touch the default after thinking twice on that.

Always specify clat and clon, the central domain point, and do fine
adjustment of the position moving it around a little bit. A little shift in
position and some tests can help you obtain a better representation of
coastlines and topography at the coarse resolutions.

. If using LAMCON projection, take care to place the two true latitudes at

around one fourth and three fourth of the domain latitude space to better
correct the projection distortion of the domain.

The pole position for the rotated mercator position should be as near as
possible to the center domain position.

For the i_band parameter, selecting this will enable the tropical band ex-
periment, and the horizontal resolution will be calculated from the number
of jx points. The projection is set to Normal Mercator, the center of the
projection is set to clat = 0.0, clon = 180.0, and the grid point reso-
lution is calculated as:

2% m%6370.0

- (6.3)

Just remember:

(a) The model for a tropical band simulation is heavy, as the number of
points is usually huge to obtain a good horizontal resolution. Check
any memory limit is disabled on your platform before attempting a
run.
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(b) The model scales well on a cluster with a large number of processors.

6.1.3 aerosolparam stanza

This stanza allows the user to specify aerosol usage in the model. It does
enable building of soil texture database in the terrain program and controls
the dimension of the number of optical active tracers used in the active chemistry
tracers part of the model.

&aerosolparam
aertyp = ’AEROODO’ Aerosol dataset used

One in :

AEROODO -> Neither aerosol, nor dust used

AERO1DO -> Biomass, S02 + BC + 0C, no dust

AER10DO -> Anthropogenic, S02 + BC + 0C, no dust

AER11DO -> Anthropogenic+Biomass, S02 + BC + 0C, no dust
AEROOD1 -> No aerosol, with dust

AERO1D1 -> Biomass, S02 + BC + 0C, with dust

AER10D1 -> Anthropogenic, S02 + BC + 0C, with dust
AER11D1 -> Anthropogenic+Biomass, S02 + BC + 0C, with dust
Tracer parameters: number of tracers

ntr = 4,

The things you need to know here:

1. If aertyp is left to AEROODO, it is nonsense to activate chemistry in the
model.

2. If Anthropogenic and/or Biomass is activated, the model will also need
the user to run the aerosol program. It can be run at the same level as the
sst program, with the same calling syntax. Just replace sst with aerosol.

$> cd $REGCM_RUN
$> ./Bin/aerosol myregcm.in

The aerosol program prepares an emission dataset used by the model
to consider optical active chemistry species effects in the radiation cal-
culation. The surface dust emission are calculated using the soil texture
dataset prepared by the terrain program if the last 0 is set to 1 in aertyp.

6.1.4 terrainparam stanza

This stanza is used by the terrain program to know how you want to generate
the DOMAIN file. You can control its work using a number of parameters to ob-
tain what you consider the best representation of the physical reality. Do not
underestimate what you can do at this early stage, having a good representa-
tion of the surface can lead to valuable results later when the model calculates
climatic parameters.

&terrainparam

domname = ’AQWA’,
smthbdy = .false.,

Name of the domain. Controls naming of input files
Smoothing Control flag
true -> Perform extra smoothing in boundaries

lakedpth = .false., If using lakemod (see below), produce from
terrain program the domain bathymetry
fudge_1lnd = .false., Fudging Control flag, for landuse of grid
fudge_lnd_s = .false., Fudging Control flag, for landuse of subgrid
fudge_tex = .false., ! Fudging Control flag, for texture of grid
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fudge_tex_s = .false., ! Fudging Control flag, for texture of subgrid
fudge_lak = .false., ! Fudging Control flag, for lake of grid
fudge_lak_s = .false., ! Fudging Control flag, for lake of subgrid
h2opct =

1
1
1

50., ! Surface minimum H20 percent to be considered water
1
1
1

h2ohgt = .false., ! Allow water points to have elevation greater than O
dirter = ’input/’, ! OQutput directory for terrain files

inpter = ’globdata/’, ! Input directory for SURFACE dataset

/

The things you need to know here:

1. The domname will control the output file naming convention, all generated
files will add this prefix to the old V3 naming convention, giving you the
capability to recognize different runs. Try to use always meaningful names.

2. You can control the final land-water mask using the h2opct parameter.
This parameter can be used to have more land points than calculated by
the simple interpolation engine. Try it with different values to find best
land shapes. A zero value means use just the interpolation engine, higher
values will extend into ocean points the land at land-water interface. The
h2ohgt parameter allows also water points to have elevation greater than
zero to avoid wall effects on the coasts.

3. A number of flags control the capability of the terrain program to modify
on request the class type variables in the DOMAIN file. You can modify on
request the landuse, the texture and the lake/land interface. Running
once the terrain program, it will generate for you aside from the DOMAIN
file a series of ASCII files you can modify with any text editor. Running
the terrain program the second time and setting a fudge flag, will tell
the program to overwrite the selected variable with the modified value in
the ASCII file. This can be useful for sensitivity experiments in the BATS
surface model or to design a scenario experiment.

4. Some of the land surface types in BATS have been little tested and used or
are extremely simplified and thus should be used cautiously. Specifically
the types are: sea ice, bog/marsh, irrigated crop, glacier. If such types
are present in a domain, the user is advised to carefully check the model
behavior at such points and eventually substitute these types with others.

5. The inpter directory is expected to contain a SURFACE directory where
the actual netCDF global dataset are stored. The overall path is limited
to 256 characters.

6. If the netCDF library is compiled with OpenDAP support, an URL can
be used as a path in the dirter and inpter variables. Note that the
256 character limit for paths holds in the whole program. For terrain
program you may want to try the following URL:
http://clima-dods.ictp.it/thredds/dodsC

7. The texture dataset is built if the aerosol model is activated. This is
controlled by the AERTYP flag. See above in 6.1.3.
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6.1.5 globdatparam stanza

This stanza is used by the sst and icbc ICBC programs. You can tell them

how to build initial and bondary conditions.
&globdatparam
ibdyfrq = 6, boundary condition interval (hours)

ssttyp = ’0I_WK’,

dattyp = ’EIN15’,

!
! Type of Sea Surface Temperature used

! One in: GISST, 0ISST, 0I2ST, OI_WK, 0I2WK,
! FV_RF, FV_A2, FV_B2,

! EHSRF, EH5A2, EH5B1, EHA1B,

! ERSST, ERSKT, CCSST, CA_XX, HA_XX
! Type of global analysis datasets used

! One in: ECMWF, ERA40, EIN75, EIN15, EIN25,
! ERAHI, NNRP1, NNRP2, NRP2W, GFSii,
! FVGCM, FNEST, EHS5RF, EH5A2, EH5B1,
! EHA1B, CCSMN, ECEXY, CA_XX, HA_XX
1

!

1

!

gdatel = 1990060100, Start date for ICBC data generation

gdate2 = 1990070100, End data for ICBC data generation

calendar = ’gregorian’, Calendar to use (gregorian, noleap or 360_day)

dirglob = ’input/’, Path for ICBC produced input files

inpglob = ’globdata/’, ! Path for ICBC global input datasets.
! Look http://users.ictp.it/ pubregcm/RegCM4/globedat.htm
! on how to download them.

/

Things you need to know here:

1.

The gdate time window to build ICBC must be always greater or equal
to the time window you plan to run the model in. Different GCMs and
reanalysis products have different length of the year. For example, the
reanalysis products employ the real year length (365 days + real leap
years, i.e. and average length of 365.2422), the CCSM has a length of 365
days (no leap year), the HadCM has a length of 360 days (30 day months).
The RegCM4 length of the year has to be the same as in the forcing fields,
and this can be set in the variable dayspy. Please remember to always
check the consistency of the length of the year.

. Even if listed, not all the input engines are fully tested. Some of them need

data which have been reformatted by ICTP (they are not in the original
format with which they are distributed by the institution producing them).
Some input data are not freely distibutable by ICTP, and you need a
special agreement with the owner to use them. Hopefully the situation
is changing, and data exchange is becoming more and more the basis for
good science in the climatic field.

For notes on path, you can see the above in terrainparam stanza descrip-
tion at 5.

6.1.6 ioparam stanza

&ioparam

ibyte
/

=4, ! Number of bytes in reclen. Usually 4

Leave this untouched. The model expects input record syze to be 4 bytes.
You will need to change some compilation parameters if you change this value.
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6.1.7 debugparam stanza

This stanza is used by all RegCM programs to enable/disable some debug print-
out. In the current release this flag is honored only by the model itself. If you
are not a developer you may find this flags useless.

&debugparam

debug_level = 0, ! Currently value of 2 and 3 control previous DIAG flag
dbgfrq = 3, ! Interval for printout if debug_level >= 3

/

Just note that with current implementation, the output file syncing is left
to the netCDF library. If You want to examine step by step the output while
the model is running, set the debug_level at value 3.

6.1.8 boundaryparam stanza

Being a limited area model, in order to be run RegCM4 requires the provision of
meteorological initial and time dependent lateral boundary conditions, typically
for wind components, temperature, water vapor and surface pressure. These are
obtained by interpolation from output from reanalysis of observations or global
climate model simulations, which thus drive the regional climate model.

The lateral boundary conditions (LBC) are provided through the so called
relaxation/diffusion technique which consists of:

1. selecting a lateral buffer zone of n grid point width (nspgx)
2. interpolating the driving large scale fields onto the model grid

3. applying the relaxation + diffusion term

(?9% = F(n)F1 * (CYLBC - amod) — F(TL)FQ * AQ(@LBC - amod) (6.4)
where « is a prognostic variable (wind components, temperature, water
vapor, surface pressure). The first term on the rhs is a Newtonian re-
laxation term which brings the model solution (mod) towards the LBC
field (LBC') and the second term diffuses the differences between model
solution and LBC. F(n) is an exponential function given by:

F(n) = exp (W) (6.5)

Where n is the grid point distance from the boundary (varying from 1 to
nspgx): n—1 is the outermost grid point, n = 2 the adjacent one etc. The
anudge array determines the strength of the LBC forcing and depends on
the model level k. In practice F(n) is equal to 1 at the outermost grid
point row and decreases exponentially to 0 at the internal edge of the
buffer zone (nspgd) at a rate determined by anudge. Larger buffer zones
and larger values of anudge will yield a greater forcing by the LBC.

1This namelist stanza will be removed in future versions
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Typically for domain sizes of 100 grid points we use a buffer zone width of
10 — 12 grid points, for large domains this buffer zone can increase to values of
15 or even 20.

In the model anudge has three increasing values from the lower, to the mid
and higher troposphere. For example for nspgxr = 10 we use anudge equals to
1,2, 3 for the lower, mid and upper troposphere, respectively.

This allows a stronger forcing in the upper troposphere to insure a greater
consistency of large scale circulations with the forcing LBC while allowing more
freedom to the model in the lower troposphere where local high resolution forc-
ings (e.g. complex topography) are more important.

For nspgx of 15—20, for example, anudge values could be increased to 2, 3, 4.
As a rule of thumb, the choice of the maximum anudge value should follow the
conditions:

nspgr — 1
(nspgz —1) >3 (6.6)
anudge(k)

&boundaryparam

nspgx = 12, nspgx-1 represent the number of cross point slices on

the boundary sponge or relaxation boundary conditionms.

|
!
nspgd = 12, ! nspgd-1 represent the number of dot point slices on
! the boundary sponge or relaxation boundary conditioms.
high_nudge = 3.0, ! Nudge value high range
medium_nudge = 2.0, ! Nudge value medium range
low_nudge = 1.0 ! Nudge value low range
/

6.1.9 restartparam stanza

This stanza lets you control the time period the model is currently simulating
in this particular run. You may want to split longer runs for which you have
prepared the ICBC’s into shorter runs, to schedule HPC resource usage in a
more collaborative way with other researcher sharing it: the regcm model allows
restart, so be friendly with other research projects which may not have this
fortune (unless you are late for publication).

&restartparam

ifrest = .false. , ! If a restart

mdate0 = 1990060100, ! Global start (is gdatel, most probably)
mdatel = 1990060100, ! Start date of this run

mdate2 = 1990060200, ! End date for this run

/

Things you need to know here:

1. After the simulation starts, on restart NEVER change the mdate0 value.
The correct scheme for restart is:
e Set ifrest to .true.
e Set mdatel to the value in mdate?2
e Define the new value for mdate2
2. Consider that current RegCM convention is to place midnight of first day

of month as the last timestep in previous month, except on first model
output file (ifrest = .false.). It is for this reason better to use as st